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1. RESEARCH OBJECTIVES AND 
METHODOLOGY



RESEARCH OBJECTIVES
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To identify the privacy risks 
resulting from the use of Big 
Data in AI systems to produce 
results through inferential 
analytics and automated data 
processing

To review existing law
Weaknesses

Coverage
Incompatibility with BDA & AI

Amendments

To formulate 
recommendations for 
adoption in a self-governance 
data privacy framework by 
deployers (users) of AI 

To explore and assess how 
legal frameworks in other 

jurisdictions have adopted (or 
otherwise) in managing the 

risks of BDAs to the data 
privacy legal regimes in place



Concepetual Framework & Research Methodology
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Qualitative Legal Research for the Main Research Objectives

Doctrinal Legal Research when examining the national legislation, mainly the
Personal Data Protection Act 2010

Comparative Legal Method when reviewing and exploring legal frameworks in 
other jurisdictions 

Quantitative Research for the Dipstick Survey

Research Design: The research design is a non-experimental correlational
quantitative survey.

Measurement: The survey was done through an ad hoc instrument consisting
of a total of 8 structured response format items.

Data Analysis: Using descriptive statistics.

Conceptual Framework

The RALC (Restricted Access/Limited Control) Theory & The Just-Consequentialist Theory



2. THE RESEARCH PROBLEM



The Research Problem
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Data privacy laws were not designed to provide for the processing of
personal data for inferential analytics or automated decision-making
resulting from the use of Artificial Intelligence (AI) systems. Inferences
drawn from Big Data, which are large data sets, do not fall within the
sphere of traditional principles of the individual’s right to privacy.

This research aims to make recommendations for the creation of a
governance framework for the protection of personal data used in the
development of AI systems. The data privacy governance framework must
serve to manage the requirement of data privacy and protection standards
without acting as an impediment in the use of AI systems.



Classes of Data: Novelty of the problem

7

Big Data

• extremely large data sets that may be analysed
computationally to reveal patterns, trends, and 
associations, especially relating to human behaviour
and interactions

Provided Data • Provided by individuals

Observed Data • Recorded automatically

Derived Data
• Produced from other data in a relatively simple and 

straightforward fashion

Inferred Data
• Produced by using a more complex method of analytics 

to find correlations between datasets and using these 
to categorise or profile people 



3. FINDINGS OF SURVEY
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AI Ethics Maturity of Data Protection and Governance
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The Survey results are available at https://www.ai-doctrina.info/malaysian-

ai-ethics-maturity-report-2021

There are several anomalies within the DIS and AI Maturity measurements. 

By anomalies, the researchers have found that there were industries that 

were categorised as DIS that did not perform well in the adoption of ethical 

principles, and conversely, in non-DIS, there were indications of good 

ethical practices

https://www.ai-doctrina.info/malaysian-ai-ethics-maturity-report-2021


4. SUMMARY OF RESEARCH FINDINGS



OUR RESEARCH

12

AI and Data
Threats posed by 
Data Protection 

Law on AI & BDA

Threats 
presented by AI & 

BDA to Data 
Protection Laws

Recommendations 
for a Governance 

Framework



COMPARATIVE STUDY

Canada
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US
EU

Malaysia

Singapore



Data Protection Laws – Legal Responses to Big Data and AI

Malaysia

PDPA 2010

X Anonymised 
data (√ in Codes)

X Profiling

? Processing

? Consent

? Notice 

EU GDPR

√ Profiling

Anonymised data

X Right to 
explainability

? Consent

? Notice

Proposals – AI Law  
Classification of Data 
Practices

Singapore

PDPA 2012

Amendments in
2020

√ Deemed 
Consent

√ Transparency –
Legitimate use

? Notice
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PIPEDA 2000

Proposal - Bill C-12

Exceptions to obtaining
consent

Profiling

De-identified data

Automated decision-
making

Proposals



Threats presented by AI & BDA to DPL

Scope of personal 
data

Definition excludes 
anonymised data.

Anonymised data lacks 
definition.

Whether proper 
anonymising standards 
have been imposed.

Does not include inferred 
data.

Consent & lawful 
processing

Whether consent extends 
to the processing 
performed in analytics.

Notice & purpose

Concerns around 
transparency of use.

Whether notice is 
sufficiently detailed.

Issues with unsupervised 
learning.  
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Automated decision-
making

Issues of explainability
and transparency.



Threats presented by DPL to AI & BDA

“Sharp-corners” 
dilemma

Difficulty in predicting 
insights that may be 
garnered.

Impractical to obtain 
consent for a specific 
purpose. 

Data minimisation 
dilemma

Limitation imposed by 
necessity principle.

Analytics may discover 
corelations that may go 
beyond necessity.

Data retention & 
consent withdrawal 
dilemma

Limitation of deletion of 
data request or after use 
expires.

Undertake analytical 
processes afresh.
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Automated decision-
making

Onerous duty of  
explainability and 
transparency in low-risk 
systems.



RECOMMENDATIONS FOR INCLUSION IN THE GOVERNANCE 
FRAMEWORK

Graduated Consent
Though “just in time 
notifications”.

To seek consent to new uses 
of data as they emerge. 

Improved definition 
of “processing”
To include inferential analytics or 
automated processing

Improved 
requirement for 
notice & 
transparency
Inclusion of standards of fair 
and transparent processing.

Comprehensive privacy notice 
and updates.
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Right to 
explanation
Clear classification of data 
practices where such a 
right is essential.

Classification of risks 
based on data practices 
using automated 
decision-making. 



RECOMMENDATIONS FOR INCLUSION IN THE GOVERNANCE 
FRAMEWORK
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Algorithm that 
unlearns & prevents 
re-identification
Use of differential privacy

Privacy by design/default
By design - Using technical and 
organisational measures 
(pseudonymisation) to implement DPP

By default – only data which are 
necessary for specific purpose are 
processed. Ensuring data minimisation.

Human-in-the-loop
Human oversight & governance.

DPIA & HRIA

Regulator – e.g. AI Rights Commissioner



Graduated Adoption of Recommendations
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Audits

Governance 
committee

Stakeholders 
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developers

Im
p
ro

v
in

g
 t

h
e
 A

lg
o
ri
th

m Design

Privacy by design

Graduate consent

Differential privacy
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Profiling

Consent

Automated 
decision-making

Processing

Notice & 
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